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Abstract 

Sentiment analysis is a very necessary feature in collecting information about the user 

preferences about a topic on social media. Analyzing the user sentiments is important to find out 

negative comments and positive comments. This study aims to classify tweet data into 2 sentiments 

namely positive and negative. In this study, we collect the Indonesian texts dataset from big data 

of Twitter social media. The collected dataset from tweeter is called as tweets bag of word is used 

in this study to predict the student preferences about university study. After extracting the 

datasets, we get 1978 example of tweets data containing both positive and negative opinions 

which will be classified using a text mining approach of Naïve Bayes algorithm. Before 

classification, several stages of text processing are carried out such as case folding, 

normalization, tokenization and stopwords removal. There are 113 negative tweets, 1744 neutral 

tweets and 116positive tweets. We also test the accuracy of the Naïve Bayes algorithm and get 

85% accuracy rate. We implied that the tweet analysis can be used by university decision maker 

as information for decision maker to build strategy and interest of high school graduates to 

continue studying to university.    
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1. INTRODUCTION 

his time youth generation which so-called millennial youth has wide knowledge about social 

media which help them to get and share knowledge through online platform. They also have 

wider access to social media application and share their opinion which important for both them 

and related stakeholders.  Their accumulative opinions lead to a trend of sentiments which can be 

positive or negative toward certain topics. One of the implementations of the sentiments is toward 

their preferences to study further to university.  In Indonesia, university is a higher education 

institution after the student graduated from general school or college [1]. The university is a level 

of education after secondary education of Senior High School (SMA). 

Based on data from the Central Statistics Agency the   number of graduates of high school 

at the age of 19-24 years has increases every year. However, the number of the graduates to 

continue study further is slowing down.  

It means that the participation rate of the graduates to continue study to university is 

difficult to predict with manual approach.  Even though big university has tendency to get 

increased number of students, however, for small university, it sometimes has difficulty to get 

new students which causing the university to lack of student’s numbers.  The university decision 

makers need a tool to know the cause of the decreased number of new students entering their 

university.  

T 
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As marketing strategy, the public interest in continuing to college needs to be cultivated 

in every high school graduate. The graduates who have an interest in continuing to a higher level 

of education will have a sense of interest and are motivated to study harder, so they can compete 

with other students. 

  One of the most popular social media services today is Twitter. Twitter has produced 110 

million tweets every day and has more than 200 million users [2]. Lots of research on text mining 

makes social media as a medium to get sentiment or poll information. In addition, Twitter is often 

used by users as a medium to publicize daily activities or places to express what users feel [3]. 

Many Twitter users unconsciously provide information about their personality through tweets or 

posts they make in natural language [4] 

In previous studies the Naive Bayes method was also used in predicting neglected 

dermatological diseases but could even cause death where the Naive Bayes method was used to 

recognize data patterns to reveal the possibility of dermatological diseases [5]. The Naive Bayes 

method is also considered to have good potential in classifying documents compared to other 

classification methods in terms of computational accuracy and efficiency [6]. Previous research 

has been conducted relating to the problems faced by the author, namely the title "Sentiment 

Analysis on Twitter for Regarding the Use of Public Transportation in Cities with the Support 

Vector Machine Method". The study was conducted by Novantirani, Anita., et al in 2015. In this 

study the results of testing and analysis conducted by the author with the support vector machine 

method, with accuracy reached 78.12%. Accuracy results on the use of the support vector machine 

method are influenced by several things, namely the composition of the amount of training and 

testing data, the number of datasets used and the composition of the amount of positive and 

negative data. [7] 

The purpose of this research is to classify sentiments in tweet data and use text mining 

with the Naïve Bayes method for sentiment analysis on Twitter social media. 

The benefits of this research are as follows: 

a. This research is expected to provide additional knowledge about the implementation of 

the NB (Naïve Bayes) algorithm and can provide an overview of how sentiment analysis 

on Twitter social networks to classify opinions for various interests and optimize social 

network information for the public interest. 

b. It is also useful to find information about a product or brand to find out the market 

response to the product or brand whether it has a positive or negative response from the 

market and is also beneficial for public figures to measure the public response to 

themselves. 

c. This study is also useful to find out how successful the NB (Naive Bayes) algorithm is in 

classifying Indonesian texts. 

 

2. THEORITICAL FRAMEWORK 

2.1. Naive Bayes Definition  

Naive Bayes is a simple probabilistic classification that calculates a set of probabilities 

by adding up the frequency and combination of values from a given dataset. The algorithm uses 

the Bayes theorem and assumes all the independent or non-interdependent attributes given by 

values to class variables [8]. Another definition says that Naive Bayes is a classification with 

probability and statistical methods presented by the British scientist Thomas Bayes, which 

predicts future opportunities based on experience in the past [10]. 

Naive Bayes is based on the simplification assumption that attribute values are 

conditionally mutually independent if output values are given. In other words, given the value of 

output, the probability of observing together is a product of individual probabilities [8]. The 

advantage of using Naive Bayes is that this method only requires a small amount of training data 
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to determine the estimated parameters needed in the classification process. Naive Bayes often 

works far better in most complex real-world situations than expected [9]. 

2.2. The Naive Bayes Method Equation 

The equation of the Bayes theorem is [10]: 

 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻).𝑃(𝐻)

𝑃(𝑋)
 ………………………….(1) 

where: 

X: Data with unknown classes 

H: The data hypothesis is a specific class 

P (H | X): H hypothesis probability based on condition X (posteriori probability) 

P (H): Hypothesis probability H (prior probability) 

P (X | H): Probability of X based on conditions on the hypothesis H 

P (X): Probability of X 

To explain the Naive Bayes method, it is important to know that the classification process requires 

a number of clues to determine what class is suitable for the analyzed sample. Therefore, the 

Naive Bayes method above is adjusted as follows: 

 

𝑃(𝐶|𝑋𝐹1 … 𝐹𝑛) =
𝑃(𝐶)𝑃(𝐹1…𝐹𝑛|𝐶)

𝑃(𝐹1…𝐹𝑛)
 …………………………(2) 

 

To explain the Naive Bayes theorem, it is important to know that the classification process 

requires a number of clues to determine what class is suitable for the analyzed sample. Therefore, 

the Bayes theorem above is adjusted as follows. The above formula can also be written simply as 

follows: 

 

𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =
𝑃𝑟𝑖𝑜𝑟 𝑥 𝑙𝑖𝑘𝑒ℎ𝑜𝑜𝑑

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
 ………………………..(3) 

 

Evidence values are always fixed for each class in one sample. The value of the posterior 

will later be compared with the value of the posterior grades of other classes to determine to which 

class a sample will be classified. Further elaboration of the Bayes formula is carried out by 

describing (C | F1 ... Fn) using the following multiplication rules: 

P (C | F1 ... Fn) = P (C) P (F1 ... Fn | C) 

= P (C) P (F1 | C) P (F2, ... Fn | C, F1) 

= P (C) P (F1 | C) P (F2 | C, F1) P (F3, ... Fn | C, F1, F2) 

= P (C) P (F1 | C) P (F2 | C, F1) P (F3, ... Fn | C, F1, F2) P (F4, ... Fn | C, F1, F2, F3) 

= P (C) P (F1 | C) P (F2 | C, F1) P (F3, ... Fn | C, F1, F2) P (Fn | C, F1, F2, F3, ..., Fn-

1)…………………………………………………………………………..(4) 

It can be seen that the results of the elaboration cause more and more complexity of the 

condition factors that affect the probability value, which is almost impossible to analyze one by 

one. As a result, the calculation becomes difficult to do. Here is used a very high assumption of 

independence (naive), that each of the instructions (F1, F2, ... Fn) are independent of each other. 

With these assumptions, the following similarities apply: 

  

For I ≠ j, such that 𝑃(𝐹𝑖|𝐶, 𝐹𝑗) = 𝑃(𝐹𝑖|𝐶) ………………………….(5) 

The equation above is a model of the Naive Bayes theorem which will then be used in the 

classification process. For classification with continuous data the Gauss Density formula is used: 

𝑃(𝑋𝑖 = 𝑥𝑖|𝑌 = 𝑦𝑖𝑗) =
1

√2𝜋𝜎𝑖𝑗
𝑒

(𝑋𝑖−𝜇𝑖𝑗)2

2𝜎2𝑖𝑗  ……………………………(6) 
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where: 

P: Opportunity 

Xi: Attribute to i 

xi: Attribute value to i 

Y: Class sought 

yi: Sub class Y is sought 

µ: mean, represents the average of all attributes 

σ: Standard deviation, denotes variants of all attributes. 

 

3. RESEARCH METHOD 

In this study, the data used is tweet specialization of high school graduates to continue to 

tertiary institutions found on Twitter. Tweets used are tweets containing opinions about interests 

in college. Total tweets used as data is 1978 tweets. The selection of data manually is to choose 

tweet sentences that are in Indonesian and do not contain pictures. Tweets that have been selected 

are then saved to an Excel file. The data needed in this study consists of two types, namely training 

data and test data. For training needs, the data collected will be categorized manually by the author 

and assess the sentiments contained in the Tweet and mark the Tweet into 2 sentiment categories, 

namely Tweets that contain negative and positive sentiments. 

 

4. DISCUSSION 

Preparing the data to be processed is applied by RStudio, in this study the data to be 

processed is text data from tweets that are on social media Twitter related to the interests of high 

school graduates to continue studying taken in August 2019. The data is entered into an excel file 

that is named kuliah.csv. Then the data is loaded into the RStudio application for further 

processing. 

 

4.1. Data Extraction as Sampling  

This study found a total of 10 variables using the 'userTimeline' function, a snapshot of 

the sample data shown in Table 1 below. 

 

 

Fig. 1. Result of Crawling data from Twitter Big Data 

 

In Fig.1, it showed that the text column contains the opinion of tweeter users. In favorite 

column, we can get the information that they are not prefer to discuss about university. Whereas, 

in truncated column, which means, after we implemented the Naïve Bayes approach, we get there 
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are true-false sentiments which represents their negative and positive opinions about studying 

further to the university.  

4.2. Data Cleaning  

The ‘text’ field contains the tweet, hashtag, and URL sections. We need to remove the 

hashtag and URL from the text field so we only have the main tweet section to run our sentiment 

analysis. It contains many URLs, hashtags, and other Twitter handles. We will delete all of this 

using the gsub function. Our current text fields look like below: 

 

Table 1. Data that has been deleted hashtag and URL 

No  Tweet data 

1 RT 

2 Untung ntar mo kuliah onlen. gaperlu dah tuh ketemu org2 yg permasalahin outfit cuz 

u wont see me bitch. i be lying… 

3 kenapa mau jualan? Ga ribet berbisnis sambil kuliah? \n<U+0001F469> : bcs i enjoyed 

it, i like to share something that some… 

4 nsenin masuk kuliah auto makan nasi + garem 

5 whenever ada kuliah tamu, i feel stupid lol 

 

 

4.3. Scoring of Sentiment of Each Tweet 

This research needs to try to get an emotional score for each tweet. By breaking down 

emotions into 10 different emotions - Anger, anticipation, Lov, Fear, Joy, sadness, surprise, trust, 

negative and positive. 

 

Table 2. Sentiment score for each tweet 

Anger  Anticipation  Lov  Fear  Joy  Sadness  Surprise  Trust  Negative  Positive  

0 0 0 0 0 0 0 0 0 0 

2 2 1 2 1 0 1 0 0 2 

3 0 1 0 0 0 1 0 0 1 

4 0 0 0 0 0 0 0 0 0 

5 0 1 0 0 0 0 1 1 0 

6 0 0 0 0 0 0 0 0 1 

 

The output above shows the various emotions that exist in each tweet. 

Now, we will use the get_sentiment function to extract the sentiment score for each tweet. 

Table 3. Grouping based on positive tweets 

No  Tweet data 

1 

 

kenapa mau jualan? Ga ribet berbisnis sambil kuliah? \n\U0001f469 : bcs i enjoyed it, 

i like to share something that some… " 

 

2 nsenin masuk kuliah auto makan nasi + garem" 

3 "gue lulus kuliah mau balik indo and make a 24 hour boba place not because i think it'll 

make me a lot of money but bc I Want That"  

4 

 

"At certain point, I should agree that kuliah is a comfort zone."  

5 "i know this won't change anything but i just hope they come to indo on feb 2020 so i 

can watch it klo sept tuh kuli… "  

6 "Kuliah di Seoul Absence of\nComprehensive Art School."  
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Table 4. Grouping based on negative tweets 

No  Tweet data 

1 "bsk masuk kuliah and guess what me got a massive diarrhea AGAIN fuck " 

2 "kuliah sore kills me slowly:("  

3 "Run .... Never back !!! You are fucking COWARD !!\n "  

 

The next step is to make a classification from the score of each tweet. In total, 1978 tweets 

were evaluated, so there must be 1978 positive, negative or neutral scores, one for each tweet. so, 

we get a total number of tweets scores for the interest of high school graduates to continue their 

studies, the classification is depicted as a histogram of tweets containing three histogram bars of 

negative, neutral and positive sentiment in the is as follows: 

 

 

Fig. 2. Tweet Sentiment result 

 

After classification phase, we get 113 negative text processing stage, the data will enter 

the stage of classification to find out of the 1978 tweets data into the category of positive or 

negative sentiment. The classification process for the tweets data are grouped using the Naïve 

Bayes with the sample is given in Table 5.  

 

Table 5. The classification phase of 100 tweet data 

 

 [1] 0.00 -1.50 2.75 0.00 1.10 -1.00 -0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 [16] 0.00 0.00 0.60 0.00 2.05 0.00 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.85 0.00 

 [31] 1.40 0.50 0.00 0.00 0.00 0.00 0.00 0.00 1.60 0.00 0.00 0.40 0.00 -0.50 0.00 

 [46] 0.00 0.00 -1.00 0.00 -1.30 0.00 0.50 0.00 0.00 0.50 -0.25 -0.65 0.50 0.00 1.60 

 [61] 0.00 0.00 0.75 0.00 0.50 -1.50 0.00 -0.60 -0.25 0.00 0.00 0.80 0.00 0.00 0.00 

 [76] 0.00 -1.00 -1.75 0.00 0.00 0.00 0.00 -1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 [91] 0.00 0.00 0.00 0.00 0.00 1.75 0.00 0.00 0.00 0.00 0.00 0.80 0.00 0.00 0.00 

 [106] 1.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80 0.00 -1.00 0.00 0.00 0.00 0.00 

 [121] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 [136] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.20 0.00 

 [151] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 [166] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 [181] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 [196] 0.00 0.00 0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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Table 6. The classification into negative, positive and neutral sentiment 

 

[1] "Neutral" "Negative" "Positive" "Neutral" "Positive" "Negative" "Negative" 

"Neutral"  

 [9] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral"  

 [17] "Neutral" "Positive" "Neutral" "Positive" "Neutral" "Positive" "Neutral" 

"Neutral"  

 [25] "Neutral" "Neutral" "Neutral" "Neutral" "Positive" "Neutral" "Positive" 

"Positive" 

 [33] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Positive" 

"Neutral"  

 [41] "Neutral" "Positive" "Neutral" "Negative" "Neutral" "Neutral" "Neutral" 

"Negative" 

 [49] "Neutral" "Negative" "Neutral" "Positive" "Neutral" "Neutral" "Positive" 

"Negative" 

 [57] "Negative" "Positive" "Neutral" "Positive" "Neutral" "Neutral" "Positive" 

"Neutral"  

 [65] "Positive" "Negative" "Neutral" "Negative" "Negative" "Neutral" "Neutral" 

"Positive" 

 [73] "Neutral" "Neutral" "Neutral" "Neutral" "Negative" "Negative" "Neutral" 

"Neutral"  

 [81] "Neutral" "Neutral" "Negative" "Neutral" "Neutral" "Neutral" "Neutral" 

"Neutral"  

 [89] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" 

"Positive" 

 [97] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Positive" "Neutral" 

"Neutral"  

 [105] "Neutral" "Positive" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" 

"Neutral"  

 [113] "Neutral" "Positive" "Neutral" "Negative" "Neutral" "Neutral" "Neutral" 

"Neutral"  

 [121] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" 

"Neutral"  

 [129] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" 

"Neutral"  

 [137] "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" "Neutral" 

"Neutral"  

 

From the results of the classification will proceed to the stage of accuracy calculation. 

The accuracy phase is useful for knowing the performance of the Naïve Bayes classifier algorithm 

in classifying text data whether it gets high accuracy or even low accuracy. The following picture 

shows the accuracy of the Naïve Bayes classifier algorithm: 

 
Fig. 3. Result of accuracy testing (source: RStudio) 
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From this picture we got 85% accuracy test results. It can be concluded that the Naïve 

Bayes algorithm is quite successful in predicting the correct sentiment category because the 

accuracy of the naïve Bayes algorithm results gets a high accuracy of 85% which means that the 

performance of the Naïve Bayes algorithm can classify text data very well. 

5.CONCLUSION 

Based on the results of the analysis and testing that has been done on, the following 

conclusions can be drawn: 

a. Naïve Bayes algorithm is very effective to be used as a tweet classification process needed in 

this sentiment analysis system where the value obtained in testing is up to 85%. 

b. Naïve Bayes method can be used to classify tweets quite well on sentiment analysis systems. 

 

6. SUGGESTIONS 

The author suggests developing further research into the Tweet classification system as 

follows: 

a. Researchers suggest for further research to increase the amount of training data and test data 

to get better results when classifying tweets. 

b. The researcher suggests that for further research the language used is not only Indonesian but 

can use regional or foreign languages such as English and other languages. 

c. Researchers suggest for further research at the text processing stage plus the stemming feature 

to get better results 

d. The researcher recommends that future studies not only use the Naïve Bayes algorithm but 

also use the support vector machine algorithm and other text classification algorithms. 
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